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Abstract - Software reliability is the main property of 

software quality, so make sure that the software is free 

of defects that cause failure. Software reliability 

growth models tell us the reliability of the program 

but first we must estimate model parameters by using 

optimization algorithms. In this research, a proposed 

binding between the genetic algorithm and the grey 

wolf optimization algorithm was used to estimate the 

parameters Of  Software Reliability Growth 

Models.The results showed that our proposed binding 

(we will call it overlapping GWO_RGA) outperformed 

the past binding ( namely, HGWO) in parameters 

estimating accuracy and performance using same 

datasets. 

Keywords - Software Reliability Growth Models, grey 

wolf optimization algorithm. 

 

I. INTRODUCTION 

There is a constant need for high-quality software, and 

software reliability is the most measurable feature of 

software quality. It defines software reliability as "the 

probability that a program will run for a certain period 

in a specific environment without any failure." 

Defects that cause program failures are detected and 

removed by testing that program [2]. The software 

reliability growth models (SRGMs) are used to assess 

reliability and defined as "the mathematical 

relationship between the time taken in software testing 

and the cumulative number of detected failures" . 

Since 1970, many SRGMs have been introduced, 

which have helped software engineers measure 

software reliability and diagram [3].  In recent years, 

the meta- heuristics algorithms have gained popularity 

in solving the optimization problem. Therefore, in this 

paper, we will bind between two meta- heuristics 

algorithms: Grey Wolf Optimizer  and  Real Coded 

Genetic Algorithm (RGA) to highlight the advantages 

of each algorithm and improve  the performance of 

estimations. The rest of this paper is organized as 

follows: Section 2 surveys various types of SRGMs. 

In Section 3 and 4, GWO and RGA are explained. In 

section 5, the proposed (overlapping RGA_GWO) 

was introduced for parameters estimation. Then, the 

experimental results are presented and discussed in 

Section 6. Finally, some conclusions are given in 

Section 7. 

II. THE SRGMs 

Over a few decades many models have provided 

reliable software to estimate the reliability of the 

software. This reliability is modeled using a function 

specific to the program's failure rate according to a 

given statistical distribution. This program failure rate 

decreases gradually as the test time increases because 

the defect that causes the failure is corrected so the 

total number of defects in the program decreases. If the 

failure rate reaches the lowest acceptable level then 

reliability is achieved and the program is ready for 

delivery as shown in Figure 1. [4] 

 

 
Fig.1 Software reliability modeling. 
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Most SRGMs have a parameter associated with the 

total number of defects in the code. If we knew this 

parameter with the current number of defects detected, 

we can know the number of defects remaining in the 

code. Knowing how many defects are left in the 

program code helps determine whether the program is 

ready for delivery and how much testing is required if 

the program is not ready for delivery and gives an 

estimation of the number of failures the customer will 

encounter while running the program. This estimation 

helps in planning the appropriate levels of support 

required to correct defects after delivery of the 

program and determine the cost of this support [5]. 

There are many software reliability growth models, 

but the most frequently used is Non Homogeneous 

Poisson process Model (NHPP model) which shows 

more accuracy than the other models [6]. 

NHPP models assume that the number of defects 

detected during time (t) follows (NHPP) with the 

mean value µ(t). The derivation of the function results 

in the average value to ʎ(t), which is the density of the 

failure of the means that decreases whenever defects 

are detected and removed. [7] 

(t) =
dμ(t)

d(t)
........... ................. .................................... (1) 

There are many (NHPP) models; we will explain three 

of them that were used in this work, namely: 

A. Goel-Okumoto Model (G_O): 

This model was introduced by Goel and Okumoto in 

1978 and is also called the Exponential NHPP Model. 

[ :7 ]Hypotheses of this model 

1. All defects in the program are independent 

from the standpoint of failure detection. 

2. The number of failures detected at any time is 

relative to the current number of defects in the 

program. This means that the probability of 

detecting the defect is constant. 

3. Isolated defects are removed before 

proceeding with the test. 

4. Every time a program fails, the defect that 

causes that failure is removed immediately 

and does not lead to new defects. 

The G-O model assumes that the failure process is 

modeled using the NHPP Model using the mean value 

μ (t). as show in equation (2-5) and (2-6). 

μ(t) = a(1 − e−bt) ................................................. (2) 

λ(t) = abe−bt…………….…………………………….…….(3) 

Where:  

(a) Denote the initial estimate of the total failure 

recovered at the end of the testing process. 

(b) Represents fault detection rate. 

(t) Time of failure. 

B. Power Model (POW): 

It is one of the oldest models suggested by Duane in 

(1964). It is simple and easy to understand and the 

hypotheses of this model are: [8] 

1. The program testing process takes place in actual 

operating conditions. 

2 - defects are removed as soon as they are discovered.  

The )µ t) and λ(t) can be given as: 

μ(t) = atb  ………………….….………...………………….. (4) 

 λ(t) = abteb−1 …………………………………...…….….. (5) 

C. Delayed S-shaped Model (DSS): 

It was first introduced in Yamada et al. in (1983) [9].  

The hypotheses of this model: 

1. All defects in the program are independent from the 

standpoint of failure detection. 

2 - The number of failures detected at any time is 

relative to the current number of defects in the 

program. 

3 - Probability of detecting defect is fixed. 

4. Every time a program fails, the defect that causes 

that failure is removed immediately and does not lead 

to new defects. 

5. The software system is prone to failures at random 

times due to defects in the system. 

The )µ t) and λ(t) can be given as: 

μ(t) = a(1 − (1 + bt)e−bt) …….….…….……… (6) 

λ(t) = ab2te−bt………………….………………..….......(7) 

III. REAL CODED GENETIC  ALGORITHM 

(RGA) 

The genetic algorithm is a research technique studied 

by John Holland in 1970. It has the ability to solve 

complex optimization issues. Over the past three 

decades, the genetic algorithm has been used as an 

adaptive algorithm to solve practical problems and has 

been widely used in many scientific fields. 

The genetic algorithm is used to find an acceptable 

solution (close to ideal) and shortens the time and 

effort required by system and software designers, 
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because it is a general algorithm that resolves different 

types of issues, taking into account the changes 

required by the specificity of each issue [10]. 

The general steps of RGA are illustrated in Figure 2: 

Begin 

Generate the initial population of chromosomes 

Define fitness function f (x), x = (x1, x2, ..., xd)  

Calculate fitness function of all individual chromosome 

Select parents by top-mate selection 

Initial probabilities of crossover (pc) and 

mutation (pm)  

While (t < Max Generation) or (stop criterion);  

If pc >rand 

Generate new solution by Heuristic Crossover 

End if  

If pm >rand 

Generate new solution by Non-Uniform  Mutation 

End if  

Put the solutions in the new generation 

End while  

End 

Fig.2 Pseudo code of the RGA [6] . 

 

For comparison purposes with [6] the same types of 

selection, crossover and mutation will be used as 

explained below: 

_Top Mate Selection  

The first father is chosen, who has the best fitness 

function, while the second father is chosen randomly . 

_Heuristic Crossover 

Used with real encoding. It depends on the value of 

parents' fitness to produce children. Only one child  is 

produced. The other child  is generate by passing the 

best-fit father to the new generation without any 

processing. The following equations illustrate this 

type of crossover: 

fitnessparent1 is better than fitnessparent2 

 .…  (8) 

offspring2 = parent1 ± r*(parent1-parent2) 

  …. (9) 

Where (r) is a random value between 0 and 1. 

_Nonuniform Mutation:  

Used in real encoding, where the value of the parent 

chromosome changes in a limited range given the 

current generation number. If the current generation 

number is small, the change radius of the chromosome 

is large and as the generation number increases, the 

range of change decreases. 

offspring= 

{
parenti + (upperboundi − parenti) ∗ f(G)

or
parenti − (parenti − lowerboundi) ∗ f(G)

}..(10) 

Where: 

f(G): is the range function considering the number of 

the current generation (G). The function f(G) is as 

follows: 

f(G) = (r ∗ (1 −
G

Gmax
))

b

 ……..……………...………..(11) 

Where: 

(Gmax): Is the maximum number of generations  

(b): Is a shape parameter. 

(r): Is a uniform random number between 0 and 1. 

 

IV. GREY WOLF OPTIMIZER (GWO) 

The grey wolf algorithm was introduced by Mirjalili 

in 2014 and is one of the intelligence of the squadron 

[11]. This algorithm mimics the social leadership and 

behavior of phishing grey wolves in nature. Where the 

division of society into four sections : 

  alpha and denoted by (α),  beta and denoted by (β), 

delta and symbolized by (δ), omega and denoted by 

(ω). 

The main steps of grey wolf hunting are as follows: 

 1) Tracking, chasing, and approaching the victim.   

2) Pursuing, encircling, and harassing the victim until 

it stops moving.   

3) Attack towards the victim. 

for modeling encircling behavior, some equations are 

considered: 

D⃗⃗ = |C⃗  .  X⃗⃗ p(t) − X⃗⃗ (t)| ........................................... (12) 

X⃗⃗ (t + 1) = X⃗⃗ p(t) − A⃗⃗  . D⃗⃗  .................................... (13) 

Where: 

(t) Indicates the current cycle. 

(A) and (C) Are coefficient vectors. 

(Xp) Is the position vector of the prey. 

(X) Is the position vector of a grey wolf. 

The vectors A and C are calculated as follows: 

A⃗⃗ = 2a⃗  . r1⃗⃗  ⃗- a⃗   …………………………………….(14) 

C⃗ = 2 . r2⃗⃗  ⃗  ……………………………….…………..(15) 

Where: 

(a) Is linearly decreased from 2 to 0 over the course of 

cycles. 
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( r1 and r2) are random vectors in [0, 1]. 

In GWO, the first three best solutions obtained are 

saved so far and compel the other search agents 

(including the omegas) to update their positions due to 

the position of the best search agents. The following 

formulas are proposed for this regard. 

Dα
⃗⃗⃗⃗  ⃗ = |C1

⃗⃗⃗⃗  . Xα
⃗⃗ ⃗⃗  - X⃗⃗ |………………………………. ….(16) 

X1
⃗⃗⃗⃗ =  Xα

⃗⃗ ⃗⃗ - A1
⃗⃗ ⃗⃗   . (Dα

⃗⃗⃗⃗  ⃗) …………………………………(17) 

Dβ
⃗⃗⃗⃗  ⃗ = |C2

⃗⃗⃗⃗  . Xβ
⃗⃗ ⃗⃗  - X⃗⃗ |   …………...…………….………(18) 

X2
⃗⃗⃗⃗ =  Xβ

⃗⃗ ⃗⃗ − A2
⃗⃗ ⃗⃗  . (Dβ

⃗⃗⃗⃗  ⃗)  ………………………….… .....(19) 

Dδ
⃗⃗ ⃗⃗  = |C3

⃗⃗⃗⃗  . Xδ
⃗⃗ ⃗⃗ − X⃗⃗ |   ………………………………….(20) 

X3
⃗⃗⃗⃗ =  Xδ

⃗⃗ ⃗⃗ − A3
⃗⃗ ⃗⃗  . (Dδ

⃗⃗ ⃗⃗  )  ……………………….…… …(21) 

X⃗⃗ (t + 1) =
X1⃗⃗⃗⃗  ⃗+X2⃗⃗⃗⃗  ⃗+X3⃗⃗⃗⃗  ⃗

3
   …………………………… …(22) 

Alpha, beta, and delta estimate the victim position and 

other wolves update their positions around the victim. 

Pseudo code of the algorithm is shown in Figure. 3. 

Grey Wolf Optimizer 

Begin 

Initialize the grey wolf population Xi (i=1,2,….., n) 

Initialize a, A, and C 

Calculate the fitness of each search agent 

Xα= the best search agent 

Xβ= the second best search agent 

Xδ= the third best search agent 

While (t < Max number of iteration) 

For each search agent 

Update the position of current search agent 

End for 

Update a, A, and C 

Calculate the fitness of each search agent 

Update Xα, Xβ  andXδ 

t=t+1 

End while 

Return Xα 

End 

Fig.3Pseudo code of the GWO [11]. 

 

V. PROPOSED BINDING BETWEEN  

GWO AND RGA 

The main idea of binding the swarm algorithm with 

the genetic algorithm is to divide the population into a 

first section where the grey wolf algorithm is used, 

and a second section where the real coded genetic 

algorithm is used to find the solution. When the new 

population is created, the real coded genetic algorithm 

is applied to the first section, which is the result of the 

grey wolf algorithm in the previous iteration. The  

grey wolf algorithm is also applied to the second 

section, which is the result of the genetic algorithm in 

the previous iteration, thus incorporating the solution 

and then re-dividing it until Stop condition is met as 

shown in Figure 4 and 5 . The grey wolf algorithm was 

considered to be the main algorithm, in which the 

number of gents or individuals of the population was 

larger than those of the genetic algorithm. This 

diversity and mobility between the two methods of 

algorithms provides a great opportunity to find the 

best solution and prevent falling in local optima, and 

this is done by updating wolfs positions solutions after 

selection, crossover and mutation and vice versa. 

 

 
Fig.4Proposed Binding Between GWO and RGA. 

 

VI. TESTS AND RESULTS 

A. Experimental Data used in this work 

 Datasets used in this work are chosen in accordance 

to those referenced by other researchers with which 

the comparisons were made; the  dataset(compared 

with HGWO) is taken from [5]. 

B. Comparison with other research 

  Our proposed binding will be compared to previous 

binding  called  (HGWO) which it presented in  [5] it  

assumed that the total numbers of iterations are 

equally shared by both (RGA) and (GWO). In the first 

step, the first half of the iterations are given to (RGA) 

that explores the global search place, then the solution 

that obtained from (RGA) is given to (GWO). In the 

second step (GWO) explores search space starting 

with the solution obtained by RGA that is set as initial 

population of (GWO) and continue the manipulation 

to find new enhanced solutions. 
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Fig.5flow diagram of overlapping RGA_GWO 

 

The tuning parameters for the (overlapping 

GWO_RGA) are in Table I. 

TABLE I  

The tuning parameters for the overlapping 

GWO_RGA 

Operator Value 

Domain of search for a [-1000,1000] 

Domain of search for b [-1,1] 

Search dimensions 2 

No. of search agents 20 

Maximum Cycle Number 1000 

Chromosome 

representation 
Value encoding 

Selection Top-mate selection 

Crossover Heuristic Crossover 

Mutation 
Non-Uniform 

Mutation 

Crossover rate 0.5 

Mutation rate 0.1 

 

Three models were used: (G_O, POW and DSS). For 

the comparison criteria, (RMSE) is used. Results in 

Table II show the (RMSE) for (HGWO and 

overlapping GWO_RGA ), whenever the (RMSE) is 

less that means the best solution we have. The 

(overlapping GWO_RGA) outperformed the 

(HGWO) for all models. 

In Figures 6,7 and 8 observed and estimated data 

were plotted. 

VII. CONCLUSION 

In this work, (overlapping GWO_RGA) was used to 

estimate the parameters of  three (SRGMs) models: 

G_O, POW and DSS. A comparison was made  

between (HGWO) and  proposed (overlapping 

GWO_RGA), A comparison shows that our 

proposed algorithm present more accurate estimation 

and needs less iteration to reach the solution 

 

 

Fig.6Observed and estimated data using G_O model 

 
Fig.7Observed and estimated data using POW model 

start 

Generate initial population 

Split population 

Calculate fitness 

Top mate selection 

Heuristic crossover 

Non-uniform 

mutation 

Calculate fitness 

Find alpha, beta 

and delta 

Update wolf 

positions 

Combine results 

Condition 

met  

Best solution 

end 
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Fig.8 Observed and estimated data using DSS model 

 

TABLE II 

Comparison between HGWO and overlapping 

GWO_RGA 

 

overlapping GWO_RGA Hybrid GWO 

Mo

del 

Param

eter b 

Param

eter a 
no. of 

iterati

ons 

RM

SE-

testi

ng 

no. of 

iterati

ons 

RM

SE-

testi

ng 

0.0261 
529.56

8 
263 

7.94

3 
516 

77.8

93 

G_

O 

0.3846 
83.151

4 
248 

14.8

12 
505 

146.

426 

PO

W 

0.0757 
479.74

6 
64 

1.14

40 
513 

16.4

97 

DS

S 
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